Environmental impact assessment for climate change policy with the simulation-based integrated assessment model E3ME-FTT-GENIE
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A high degree of consensus exists in the climate sciences over the role that human interference with the atmosphere is playing in changing the climate. Following the Paris Agreement, a similar consensus exists in the policy community over the urgency of policy solutions to the climate problem. The context for climate policy is thus moving from agenda setting, which has now been mostly established, to impact assessment, in which we identify policy pathways to implement the Paris Agreement. Most integrated assessment models currently used to address the economic and technical feasibility of avoiding climate change are based on engineering perspectives with a normative systems optimisation philosophy, suitable for agenda setting, but unsuitable to assess the socio-economic impacts of realistic baskets of climate policies. Here, we introduce a fully descriptive, simulation-based integrated assessment model designed specifically to assess policies, formed by the combination of (1) a highly disaggregated macro-econometric simulation of the global economy based on time series regressions (E3ME), (2) a family of bottom-up evolutionary simulations of technology diffusion based on cross-sectional discrete choice models (FTT), and (3) a carbon cycle and atmosphere circulation model of intermediate complexity (GENIE). We use this combined model to create a detailed global and sectoral policy map and scenario that sets the economy on a pathway that achieves the goals of the Paris Agreement with >66% probability of not exceeding 2 °C of global warming. We propose a blueprint for a new role for integrated assessment models in this upcoming policy assessment context.
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1. Introduction

1.1. New questions raised by the Paris Agreement and the role of models

December 2015 saw a historical moment for climate policy in which, for the first time, almost all countries of the world adopted a formal agreement to reduce emissions in order to limit global warming to temperatures below 2 °C [1]. This event marked a change in efforts to develop climate policy: the agenda, whether or not to adopt measures to avoid climate change, was mostly set. What remained to be done was to find out how to achieve this objective with public policies, in every country that is party to the agreement.
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Developing climate policy is a complex process that could involve planning for dramatic societal changes and socio-economic impacts [2]. Policies can have unintended effects. The far-reaching consequences of adopting particular emission reduction policies can be challenging to fully foresee, as they involve changes in many sectors and for many actors. For example, could adopting a high price of carbon to incentivise electrification increase electricity prices for consumers, thereby reducing access to modern energy for those who cannot afford it? Can biofuels policy lead to unintended land-use change, or lead to water or food scarcity? Could reducing the consumption of fossil fuels globally lead to high rates of unemployment in producer countries? Could a highly capital-intensive, low-carbon transition lead to excessive debt leveraging of government and/or firms, and result in a carbon bubble?

In order to determine the impacts of specific policies, research must move from the agenda-setting stage to the actual impact assessment of policies. This corresponds to a different stage of the policy cycle, and requires analysing the impacts of detailed baskets of policies, as they are envisaged by policy-makers, with all the attendant political and legal complexities, rather than merely recommending—often unrealistic—policies that appear optimal. In the perspective of impact assessment (e.g. see [3]) the policy parameter space is too large to optimise, as individual policies can synergise or interfere [4]. The complexity of the impact assessment problem must account for the uncertainty over the knowledge of the modeller about the way in which decision-making actually takes place with agents [5], and how the heterogeneity of agents might influence policy outcomes [67]. Models based on representative agents have therefore insufficient resolution for carrying out realistic impact assessment [8]. It is more and more recognised that increasing the level of behavioural information in models enables them to represent more policy instruments and thus cover a wider policy space [9–12].

Climate policy analysis, in the agenda setting perspective (e.g. [13–15]), has focused primarily on total energy system cost, consumption loss and GDP loss as indicators to characterise the socio-economic impacts. This is now insufficient, as policy-makers are increasingly requiring information on many other types of impact [16]. For example, questions arise over large-scale finance of technological change, and its impact on the macroeconomic system [17]. The choice of model type for this purpose pre-determines the results that can be reached [18]. Most equilibrium models of the economy used to analyse climate policy have restrictive assumptions over the functioning of the financial sector such that their outcomes are almost entirely determined by a debatable assumption, that re-allocating finance for technological change to reduce emissions takes away investment from other productive sectors of the economy, which automatically leads to loss of GDP [19], see also [13] and references therein). In fact, research on innovation tends to suggest the opposite [20–22]. Following the financial crisis of 2008, the key question of many policy-makers is not how many percentage points of GDP loss climate policy might entail, but rather, whether securing large-scale investment is possible without leading countries to financial instability [23–27].

In this paper, we introduce the new integrated assessment model E3ME-FTT-GENIE, which is designed to tackle the question of environmental impact assessment with the most realistic policy definition currently available, while enabling policy-makers to explore macro-financial issues that may arise from the introduction of such policy. We first describe the policy context that the model attempts to address, as well as the origin and history of economic thought behind its assumptions. We then describe its components: climatology, non-equilibrium macroeconomics and evolutionary technology modelling. We subsequently provide an example of environmental policy analysis under several socio-economic indicators. We conclude with an outlook for future research in the field of integrated assessment modelling.

2. Context: fundamental uncertainty in impact assessment

2.1. Pervasive property: fundamental uncertainty means no equilibrium

The modelling approach described in this paper is one of simulation. Each part of the E3ME-FTT-GENIE modelling framework attempts to represent real world relationships, in terms of accounting balances, physical interactions and human behaviour. This consistency in approach throughout the suite of linked models is crucial to providing insights that are useful to policy-makers. The results from the model are predictions of outcomes based on empirical behavioural and physical relationships observed in the past and the present.

The starting point of this methodology regarding human behaviour is one of fundamental uncertainty [28,29]. This premise expresses limitations to knowledge and to the knowable for agents that take part in the economic process. This position runs contrary to the assumptions of perfect knowledge and/or perfect foresight that underlie many other modelling tools, which are used in order to simplify theories and models to a tractable state. Fundamental uncertainty recognises that it is not possible for individuals, firms or other agents to know all the possible outcomes from a decision-making process, and thus that ‘unknown unknowns’ exist. Under these conditions, it is not possible to estimate probabilities of different outcomes of particular agent decisions, as, with unknown outcomes, the probabilities would never sum to one. From this standpoint, some aspects of decision-making by agents lacking knowledge cannot be reduced to pure risk (as it is in standard Expected Utility Theory). Hence, it is therefore not possible to optimise the decision-making process, and agents either make decision errors, or plan ahead for uncertain outcomes (e.g. with spare production capacity).

As noted by Keen [30], it only requires one agent to make sub-optimal decisions for the system of optimisation to break down as a whole. The consequences are profound. For example, without full knowledge by every economic agent of supply- and demand-price elasticities, there is no guarantee that prices will move to market-clearing rates, where resources would be used in the most efficient manner. The level of output is no longer determined by supply-side constraints (e.g. the number of factories), as the available resources will not necessarily be used (there may be too many factories for the demand). Alternatively, given fundamental uncertainty in the knowledge of the demand function by agents, agents may decide to build spare capacity in preparation for possible demand fluctuations.

2.2. There is no optimality in policy-making

Without optimizing behaviour, it is not possible to design optimal policy. Probst and Bassi [2] recognize the shortcomings of attempting to optimise public policy. The authors advocate an approach that is based on identifying policy that is found to be effective in the real world, rather than aiming for optimal outcomes. Learning-by-doing in policy-making reduces fundamental uncertainty. To be effective, the policies must first address the issue they are designed for, but ideally, also avoid negative consequences in other policy areas (for example, large economic costs or negative impacts on social cohesion). Due to the complex nature of contemporary economies and the heterogeneous nature of agents that interact within these economies [8], it is not sufficient to
monetise these impacts and sum them together using a cost-benefit analysis approach; each must be considered in its own right. Importantly, policies must also be considered in the context of political and legal feasibility (ibid). Policy-making does not take place in a political and legal vacuum. The enactment of some policies (e.g. a top-down global carbon price or a standardized income tax rate across countries) may be highly unrealistic and even counterproductive. In some cases, such policies may fall foul of fundamental tenets of social organization ensnired in constitutions or treaties (e.g. human rights provisions) or, due to the limited political space left for their adoption, they may have to be legally structured in a manner that makes them less resilient (e.g. local content requirements in green industrial policy or the use of regulations under scattered statutes [31]).

These findings suggest, for example, that policies based on estimates of the social cost of carbon could be misguided. The assessment approach adopted by the European Commission [3], which follows a method of multi-criteria analysis with extensive stakeholder interaction more viable. Under this approach, a limited set of feasible policy options are identified and these are tested across a range of key assessment indicators. This method is applied to all policy proposals, not just those relating to sustainability. This is likely a valid blueprint for successful evidence-based policy-making elsewhere in the world.

### 2.3. Path-dependence and the need for simulation models

Perhaps the key aspect that must be properly accounted for in sustainability transition scenarios, and in macroeconomics in general, is technological and productivity change. Economists here fall into two schools of thought: some consider that technology cannot be influenced by policy and therefore that the economy must adapt to existing 'exogenous' technological change (e.g. robotisation), whereas others think that technology is 'endogenous' and can be influenced by targeted policy. There is extensive empirical evidence that supports the latter position by showing how public policy plays a key role in promoting and guiding technological change [20,32]. The work of Grubb et. al. provides a review of the process of technological development and diffusion in the context of decarbonisation and low-carbon transition [32]. They find that the rate and direction of technological change can undoubtedly be influenced by policy, and that different types of policy instruments are suitable for different stages of technology development and diffusion. Therefore, a modelling tool that aims to match reality as closely as possible must account for this finding. On the other hand, it is far from demonstrated empirically that the economy can indeed ‘internalise’ externalities using only pricing incentives, as suggested by standard welfare economics.

Yet, this finding is not new. The work of Arthur showed, using simple models, that relatively minor changes to policy could lead to qualitatively different outcomes for technology diffusion in the long run due to ‘social influence’, ‘path dependency’ and technology ‘lock-in’ [33,34]. These processes describe how a single technology can come to dominate a particular sector, with highly non-linear outcomes. This is also a key finding in the study of the diffusion of innovations [35]. Policy-makers can steer users towards a particular technology but the rates of technology adoption are, again, highly complex, with considerable uncertainty about the outcomes. Modelling path-dependent systems requires simulation models, since the behaviour of such systems, by definition, depends on relationships between present and past conditions. Optimisation methodologies are not suitable to model path-dependence, since they do not make a clear connection between points in time.

### 3. The E3ME-FTT-GENIE integrated assessment model

#### 3.1. Overview of the integrated assessment simulation model

The E3ME-FTT-GENIE model is a simulation-based integrated assessment model that is fully descriptive, in which dynamical (time-dependent) human or natural behaviour is driven by empirically-determined dynamical relationships. At its core is the macroeconomic model E3ME, which represents aggregate human behaviour through a chosen set of econometric relationships that are regressed on the past 45 years of data and are projected 35 years into the future. The macroeconomics in the model determine total demand for manufactured products, services and energy carriers. Meanwhile, technology diffusion in the FTT family of technology modules determines changes in the environmental intensity of economic processes, including changes in amounts of energy required for transport, electricity generation and household heating. Since the development and diffusion of new technologies cannot be well modelled using time-series econometrics, cross-sectional datasets are used to parameterise choice models in FTT. Finally, greenhouse gas emissions are produced by the combustion of fuels and by other industrial processes, which interfere with the climate system. Natural non-renewable energy resources are modelled in detail with a dynamical depletion algorithm. And finally, to determine the climate impacts of chosen policies, E3ME-FTT global emissions are fed to the GENIE carbon cycle-climate system model of intermediate complexity. This enables, for instance, policy-makers to determine probabilistically whether or not climate targets are met.

Fig. 1 shows the structure of the model. E3ME exchanges information dynamically with several FTT technology diffusion modules, themselves hard-linked to E3ME. E3ME generates the demand for carbon-intensive products and services to the FTT modules, which feed back prices, investment and the demand for other inputs such as energy carriers. The natural resources modules limit the deployment of renewables, and track the depletion of fossil and nuclear fuels. The models are solved together iteratively.

The model is path-dependent, such that different policy scenarios generate different techno-economic and environmental trajectories that diverge from each other over time. There is no unique parameter (or objective function) under which the model can be optimised in terms of a particular outcome variable, since the space of socio-economic indicators is relatively large, and value judgment is left to the interpretation of the user. Since the size of the policy space is enormous, and the computational task would be relatively intensive, there is likely little value in return for the substantial effort that would be required to optimise policy scenarios. Furthermore, several different types of baskets of policies can reach the same environmental outcomes.

The model is instead used under the ‘what if’ mode of impact assessment: policies are chosen, and outcomes are observed in terms of the choice of policies. The policies designed in the model are policy instruments that exist in the real world, for example emissions trading schemes, energy taxes, vehicle taxes, feed-in tariffs, subsidies, direct regulation or biofuel mandates. Other assumptions concern government expenditure on education, defence and other services, demography and the price of some global commodities. In the Supplementary Information (SI), we provide a complete cross-referenced list of model equations for E3ME-FTT.

---

3.2. The macroeconomic model E3ME

E3ME is a computer-based model of the world’s economic and energy systems, linked to emissions. It was originally developed through the European Commission’s research framework programmes and is now widely used globally for policy assessment, for forecasting and for research purposes. Examples of recent applications include [36–42]. The full manual for the model [43] is available at the model website http://www.e3me.com. In this section we provide a short summary description. A list of the model’s equations is provided in the SI.

E3ME splits the world into 59 global regions, with 43 sectors in each region. The regions are linked through bilateral trade equations, while input-output tables provide the linkages between the different sectors. As a macro-econometric model, E3ME’s data requirements are extensive, with time-series data required for each indicator in each sector in each country. The current model database covers 1970–2015 and the main data sources are Eurostat, OECD, World Bank, IMF, IEA and national statistical agencies. The econometric techniques used to specify the functional form of the equations are the concepts of co-integration and error-correction methodology, particularly as promoted by Engle and Granger [44], and Hendry et al. [45] (SI section 1.4). Thus, the model is regressed over the period 1970 to 2015 (45 years) and runs freely between 2016 and 2050 (35 years).

E3ME is often compared to Computable General Equilibrium (CGE) models and is often applied to answer the same sorts of questions, using the same scenario-based approach. The accounting identities described below are in general consistent with the ones that can be found in a CGE model. The inputs to E3ME are also similar to inputs to CGE models and the different modelling approaches share many of the same output indicators.

However, there are key differences between E3ME and a typical CGE model. E3ME is derived from post-Keynesian economic theory [46], as opposed to neoclassical economics for CGE models (See [17,18]). As stated in section 2.1, the starting point for agents in the model is one of fundamental uncertainty, and behaviour is inferred from past relationships. Although the model is thus subject to the Lucas critique [47], it avoids assumptions about optimisation and perfect information that have been questioned as representations of the real world [30,48].

Fundamental uncertainty implies that while the identity of supply and demand matching is observed, there is no constraint that demand equals potential supply. It is thus possible for there to be unused resources, for example unemployed workers, unused equipment or financial capital, which can be brought in for production if the demand requires it. E3ME incorporates a treatment of endogenous money [46]; the treatment of finance in CGE and other theoretical modelling approaches has been recognised as a major limitation in approach [18], which sits at odds with the observed reality [49,50].

In such a demand-led economy, it is the level of effective demand that determines output, as originally described by Keynes [28,51]. The model solves iteratively in the same way as an economic multiplier could be estimated by repeatedly carrying out matrix multiplication of the input-output table (instead of calculating the inverse). But whereas multiplier analysis only calculates changes in intermediate demand, the econometric equations in E3ME make final demand endogenous as well. Crucially, prices are also determined through econometric equations, rather than automatic adjustments that achieve market clearing.

Since E3ME allows for the possibility of the existence of spare resources, it can sometimes yield positive economic and social benefits of technological change policies such as for climate change mitigation, in contrast to CGE models. It is possible (although by no means guaranteed) to predict double dividends in model results, where environmental regulation can lead to faster rates of economic growth [52–54], something that is ruled-out in the premise of CGE models.

E3ME is based on a social accounting matrix that involves highly disaggregated input-output tables. This defines the macroeconomic identity, in which total demand is derived from intermediate demand,

\[
L + V = Y = C + I + G + (X - M),
\]

(1)

Where \( L \) represents labour wages, \( V \) represents remaining value added (profits and taxes on production), \( Y \) is total production (GDP), \( C \) is consumption, \( I \) is investment, \( G \) is government expenditure, \( X \) is exports and \( M \) is imports. Here, \( C, I \) and \( M \) are derived from econometric regressions, while \( Y \) is derived from the identity that supply equals total demand (\( G \) is exogenous). \( C \) is a function of income and prices, while \( I \) is a function of the ratio of actual output to potential output, prices and technological progress, and \( M \) is a function of international competitiveness and technological progress; total imports are split into bilateral flows which, when inverted, can be summed to yield exports. Technological progress is measured by cumulating past investment and R&D, and gives rise to price declines as technology improves; and thus a virtuous cycle arises between prices, consumption, exports, investment and output, the origin of endogenous growth in E3ME.

This contrasts with a CGE model in which \( Y \) is determined by a production function, \( C \) is derived through the macroeconomic identity (1). \( I \) is equated to savings, a fixed proportion of \( Y \) and technology is often exogenous. In E3ME, \( I \) is not function of \( Y \), but is indirectly related through the fact that when economic growth rates increase, more investment opportunities arise. This is described in detail in the SI.

3.3. Technological change model family FIT

The diffusion of individual types of technology (e.g. electric vehicles, wind turbines) is not correctly modelled using linear regression models applied to time series such as those used for each econometric specification in E3ME (e.g. for energy demand). This is because the diffusion of innovations typically follows network effects, where adoptions of or investment in new technologies by agents are strongly influenced by whether other agents have done the same previously (see Ref. [55]). This can be due to the fact that agents adopt technologies used in their surroundings with a higher likelihood than technologies of which they have no experience, and/or to the fact that firms with higher sales volumes are more able to capture market shares, while innovations with comparatively small sales volumes are produced by firms with lower capacity (expanding capacity takes time and requires expectations of future sales). Both of these processes lead to archetypical S-shaped diffusion curves (see [35,56]).

In order to represent diffusion, regression models would need to regress a variable onto itself, leading to a recursive endogenous problem that does not have a unique parametric solution [55]. This is a reflection of the fact that diffusion is a path-dependent process; it strongly depends on its past history (e.g. see Ref. [32]). This also means that diffusion builds momentum as it progresses, since the faster the diffusion of an innovation is, the faster it can become. In a model, this mathematical property (autocorrelation in time) prevents in fact the model configuration to instantaneously flip
between different but simultaneously attractive adoption pathways, making models more intuitive and realistic: once a pathway is followed, it becomes increasingly locked-in. Due to this property, results also become less critically reliant on very detailed cost data, in comparison to the more common social planner/representative agent paradigms of cost-optimisation (i.e. agents do not simply just adopt the very least cost options; they tend to adopt what is already dominant in the market. See [4,55,57], for discussions; a clear reason is given in Ref. [48]).

In FTT, we consider agents who own or use a technology that produces a certain service (e.g. generating electricity, transport, household heating), and who consider replacing that technology for a new unit. Such an event takes place at a rate determined by the survival in time of technology units and/or the financing schedule, when switching from i to j, denoted $A_{ij}$. We assume that these agents make comparisons between options that they see available in the market, which we structure by pair-wise comparisons (other comparison schemes are equivalent, see Ref. [55]). The proportion of agents already using technology $i$ is $S_i$, that technology's market share. The proportion of agents considering the advantages of technology $j$ is $S_j$, the market share of technology $j$.

We denote the relative preference of agents for technology $j$ over technology $i$ with the matrix $F_{ij}$, a fraction between 0 and 1. If we picture shares of technologies being transferred between technology categories as agents gradually replace the stock, then we obtain the equation:

$$\Delta S_i = \sum_{j=1}^{N} S_j S_i [A_{ij} F_{ij} - A_{ji} F_{ji}] \Delta t. \quad (2)$$

This equation is famously named the Lotka-Volterra competition equation, a system of non-linear differential equations more often used in ecology to express the competition for resources between species in an ecosystem (e.g. plants competing for space). It is also extensively used in evolutionary game theory [58]. This equation is used in FTT models under slightly varying types of parameterisation. We describe this mathematical system in detail in [55,59,60].

In FTT, we assume that agents optimise their own costs and benefits, but due to multi-agent influence (diffusion networks), this does not generally lead to a cost optimum at the system level, and indeed, we do not optimise total system cost. The preference matrix $F_{ij}$ is probabilistic, determined by the use of a binary logit ($F_{ij}$, see also [61,62]). Discrete choice theory is used to represent the diversity of agent preferences in a group, a diversity that determines elasticities of substitution. Here, substitution is not instantaneous, as opposed to standard multinomial logit models, due to our use of the Lotka-Volterra dynamical system. Thus we use here a binary logit to determine preferences, not substitutions. Substitutions follow preferences, but also availability. It has, however, the key property of representing heterogeneity of preferences, which translates in the model as a probabilistic nature for $F_{ij}$ (e.g. $F_{ij} = 30\%$ and $F_{ji} = 70\%$ means that 30\% of agents, who have knowledge of both technologies $i$ and $j$, prefer technology $i$, while 70\% of these prefer technology $j$).

The binary logit is calculated as follows. We define a generalised cost axis $C$ that encompasses all relevant quantifiable components of preferences. The diversity of agents is represented as distributions of perceptions of agents over this cost axis (Fig. 2). The comparison exercise becomes one of comparing probability distributions. We assume these distributions to be normal in a space simply functionally related to $C$ (linearly in the power sector and heating models; see Mercure 2012 [59]; lognormal distributions for transport, see [7,57]). The result of the comparison of distributions is the binary logit [60]:

---

4 Diversity/heterogeneity here means all the sources of variations in decisions between different agents, leading to distributed quantities in the model.
producing at a loss cannot last indefinitely: if the price does not cover producer costs, we assume that producers refuse to supply fuel. Thus, sellers at the marginal cost enjoy low or zero profit over their production, while producers in lower cost ranges enjoy a larger profit. The model does not cover storage for security and price speculation purposes, or supply processing bottlenecks, and therefore does not reproduce some types of cyclic behaviour. The model generates a base price under which lower cost types of production are profitable, and higher cost types of production are unprofitable, the balance of which supplies global demand. Results from this model are used to proportionally scale fuel price changes in E3ME as demand evolves; E3ME prices include taxes and possible margins of profit, not included in the depletion algorithm discussed here.

The depletion algorithm works as follows (Fig. 3). The fossil fuel resource database features quantities of fossil fuels at different production costs at the time of the start of the simulation, which were interpolated into a cost distribution of resources. Resources are extracted at a rate determined empirically [64], representing a combination of technical constraints (e.g. oil well technical depletion rates) and human decisions (e.g. strategic choices). We assume the same rate of depletion in all cost ranges based on available information.

We assume that the rate of extraction of resource $i$ in each possible extraction cost ranges $C_t$ to $C_t + dC_t$ is proportional to the quantities left in those cost ranges, with the same proportionality factor $r_i$. Thus, if $n_i(C, t)$ is the cost distribution of resources left at time $t$, and $r_i$ is the rate of extraction (production to reserve ratios), then the depletion algorithm is:

$$F_t = \frac{1}{1 + \exp\left(\frac{t - t_0}{\sigma_i}\right)}, \quad \sigma_{ji} = \sqrt{\sigma_j^2 + \sigma_f^2}, \quad F_i + F_{ji} = 1 \quad (3)$$

This generates the property that cost differences have to be larger than the diversity of the group’s perceptions (i.e. $C_i - C_j > \sigma_{ji}$) in order for attractiveness towards one option to be significant, and therefore for diffusion to take place. This makes the model less reliant on the accuracy of cost data when diversity is high, which is generally the case ($\sigma_i$ is typically of the order of one third of $C_i$).

Finally, FTT is calibrated on historical diffusion data in order to make its outputs consistent with history. This is done by adding a factor in the cost being minimised by agents, which makes diffusion trajectories at the start of the simulation the same as technological trajectories observed in historical data near to the start date of the simulation (equating the simulated/historical rates of adoption).

More details on the FTT model can be found in [55,59,60] (theory) and [4,57] (computational models). We note that the diffusion of innovations in FTT assumes the deployment of any infrastructure necessary for the deployment of technologies, which we consider part of the diffusion process [see for instance [63]].

### 3.4. A dynamical fossil fuel resource depletion model

The fossil fuel depletion model used in this work is derived from a model by Mercure & Salas [64], based on a fossil fuel resource dataset given in Mercure & Salas [65]. The model represents global markets for homogenous fossil fuel commodities, which are produced at various locations around the world, with different methods, which incur different costs of production. The main assumption of the model is that the marginal cost (i.e. the cost of the most expensive unit of fuel produced) sets the price of the commodity. This is supported by the assumption that producers refuse to produce at a loss (this is not always strictly true; however, producing at a loss cannot last indefinitely): if the price does not cover producer costs, we assume that producers refuse to supply fuel. Thus, sellers at the marginal cost enjoy low or zero profit over their production, while producers in lower cost ranges enjoy a larger profit. The model does not cover storage for security and price speculation purposes, or supply processing bottlenecks, and therefore does not reproduce some types of cyclic behaviour. The model generates a base price under which lower cost types of production are profitable, and higher cost types of production are unprofitable, the balance of which supplies global demand. Results from this model are used to proportionally scale fuel price changes in E3ME as demand evolves; E3ME prices include taxes and possible margins of profit, not included in the depletion algorithm discussed here.

The depletion algorithm works as follows (Fig. 3). The fossil fuel resource database features quantities of fossil fuels at different production costs at the time of the start of the simulation, which were interpolated into a cost distribution of resources. Resources are extracted at a rate determined empirically [64], representing a combination of technical constraints (e.g. oil well technical depletion rates) and human decisions (e.g. strategic choices). We assume the same rate of depletion in all cost ranges based on available information.

We assume that the rate of extraction of resource $i$ in each possible extraction cost ranges $C_t$ to $C_t + dC_t$ is proportional to the quantities left in those cost ranges, with the same proportionality factor $r_i$. Thus, if $n_i(C, t)$ is the cost distribution of resources left at time $t$, and $r_i$ is the rate of extraction (production to reserve ratios), then the depletion algorithm is:

$$\Delta n_i(C, t) dC_t = r_i n_i(C, t) f(P_i - C_i) dt dC_i, \quad (4)$$

where $f(P_i - C_i)$ is a cumulative probability distribution function for the likelihood of deciding to extract resources in cost range $C$ given a commodity price $P$ (a smooth step function equal to zero when the price is much lower than the cost of extraction; equal to one if the extraction is profitable). We denote total supply as $F_t$, and sum up supply from all types of extraction sites currently operating:

$$F_t(t) = \int_0^\infty \Delta n_i(C, t) dC_t = \int_0^\infty r_i n_i(C, t) f(P_i - C_i) dt dC_i, \quad (5)$$

E3ME-FTT provides a total demand for fossil fuels, which depends on their price, due to a combination of elasticities across the model, as well as efficiency changes due to R&D investment, and due to technological change in FTT models (e.g. the diffusion of renewables and electric vehicles). Thus an iterative process is used in order to determine the supply of fuel and price that agrees with both this model and the whole of E3ME-FTT. At each iteration, the price $P_i$ is searched, by a simple trial and error algorithm, such that $F_t$ equates the E3ME-FTT demand, at which point the price is fed to E3ME-FTT, which supplies a new demand value, and the process starts again, until changes in both $F_t$ and $P_i$ are maintained below certain criteria.

### 3.5. Limits to renewables

E3ME-FTT features a database for resource potentials for renewables [65]. This involves, for example, the amount of land suitable for installing wind turbines, the number of potential sites available for hydroelectric installations, or geothermal active areas. These were converted in the form of cost-supply curves. The use of this database is simpler than in the case of non-renewable resources, since all that is necessary is to determine a marginal cost for the resource, which is a function of its level of use. If the level of use increases, the cost increases, while if it goes down (e.g.,
decommissioning a wind farm), the cost goes down as the sites become available again.

In reality, the process is more complicated than that. The depletion of wind or solar resources takes the form of wind/solar power developers building wind farms or solar parks in areas of low capacity factors, while for hydro or geothermal, it involves higher capital costs if the conditions are less suitable. We thus adjust the appropriate parameters in the calculation of the levelised cost of generating electricity. The depletion of renewable resources leads to higher production costs, which in the binary logit pair-wise comparison, becomes disfavoured over other types of systems, slowing down development. For example, when the good wind power sites have all been developed, investors are faced with using low wind/low capacity factor sites, which for the same wind turbine systems, results in high costs per unit electricity produced, and choose other renewable types instead. The database was developed by the authors using an extensive literature review as well as collected data.

3.6. Climate model GENIE

The climate-carbon cycle is simulated with GENIE in the configuration of ([66,67], as applied in the Earth system model of intermediate complexity (EMIC) intercomparison project [68]. GENIE calculates atmospheric CO₂ concentrations and climate change from inputs of CO₂ emissions, land-use change and non-CO₂ climate forcing agents.

GENIE simulates approximately 250 years per CPU hour. This computational speed allows us to provide probabilistic projections, achieved through an 86-member ensemble of simulations for each emissions scenario, varying 28 key model parameters, in order to produce an estimate of the full uncertainty range stemming from uncertainty over these parameters [69]. The computational efficiency of GENIE is achieved mainly through the highly simplified model of the atmosphere, treated as a single layer with horizontal transport that is dominantly diffusive. Computational efficiency also benefits from low spatial resolution (≈10° × 5° on average, with 16 depth levels in the ocean) and, relative to high-complexity Earth system models, simplifying assumptions in other model components. These include, for instance, the neglect of momentum transport in the ocean and the representation of all vegetation as a single plant functional type.

The components of GENIE are fully documented in the references that follow. The physical model [70] comprises the 3-D frictional geostrophic ocean model GOLDSTEIN coupled to a 2-D Energy Moisture Balance Atmosphere based on that of Fanning and Weaver [71] and Weaver et al. [72], and a thermodynamic–dynamic sea-ice model based on the work of Semtner [73] and Hibler [74]. Ocean biogeochemistry is modelled with BIOGEM [75], here with phosphate and iron limitation [76,77] on marine productivity. BIOGEM is coupled to the sediment model SEDGEM [78], describing calcium carbonate preservation in deep-sea sediments and its role in regulating atmospheric CO₂. Vegetation and soils are simulated with ENTSML [67], a dynamic model of terrestrial carbon and land use change (LUC), based on the Efficient Numerical Terrestrial Scheme [79]. ENTSML takes time-varying fields of LUC as inputs.

Each GENIE ensemble member continues from an ensemble in transient historical simulations from AD 850 through to 2005, with forcing described in Ref. [80]. Emissions from 2005 are provided by E3ME. Present day CO₂ emissions from E3ME are underestimated by ~1.2 GtC, the shortfall arising from neglected processes such as cement production and other small GHG sources. We add 1.2 GtC emissions to represent all of these missing sources and apply this adjustment every year scaled by total E3ME emissions. We extrapolate these emissions trajectories until they reach zero post-2050 (see Fig. 5 panel i). Other climate forcing agents of non-CO₂ trace gases, sulphur emissions and land-use change are taken from an appropriate choice of Representative Concentration Pathway. For instance, RCP2.6 [81] is applied for non-CO₂ forcing in strong mitigation scenarios, while RCP8.5 [82] is assumed for a business-as-usual scenario. Different possible extrapolations are given in section 4.2.

More detailed climate impacts (see Fig. 4) can be provided by applying the CO₂ concentrations output from GENIE to the climate model PLASIM-ENTS or its emulator [83]. We are currently upgrading our capabilities by developing a fully coupled carbon-cycle atmosphere-ocean global climate model, incorporating biogeochemistry into the intermediate complexity AOGCM PLASIM-GENIE [84]. The coupling of GENIE to E3ME-FTT is currently made with a soft coupling, from the economy to the climate. The link from climate to the economy through agriculture is under development. This is discussed in the SI. A limitation of this model stems from our current lack of modelling capacity for land-use/land-use change emissions, increasing uncertainty on the result. This will be addressed in an upcoming version of E3ME-FTT that will include land-use modelling, currently under development.

3.7. Policy instruments in E3ME-FTT-GENIE

The goal in the development of E3ME-FTT over time has been to design model representations of policy instruments that resemble real policies as closely as possible. The simulation nature of the model lends itself quite well to that task, as well as the heterogeneous agent base of FIT. Policies are of two possible broader types: those applied sector-wide or economy wide, in E3ME, and those applied to specific technologies or applications, in FIT. They are of four possible sub-types: economic incentives (taxes or subsidies), standards/regulations, public procurement and monetary instruments. These are listed in Table 1.

Although the level of resolution afforded by these sub-types is less detailed than what can be analysed through qualitative policy studies or in legal assessments, it is sufficient to capture a diversity of policy instruments as well as their interaction in a way that goes beyond IAMs currently used in climate policy and that is informative for policy-makers. Further refinement of the policy taxonomy is a current area of work in our efforts to improve the modelling approach.

In E3ME, policies are used to influence the behaviour of individuals and firms, as modelled by the econometric equations. For
example, a carbon tax influences the amounts of carbon-intensive fuel used in various industries. Policies can also influence investment in particular sectors, and their carbon-intensity by, for example, phasing out the use of coal.

In FTT, economic incentive policies influence the behaviour of the choice model. They come in the form of taxes, subsidies or feed-in tariffs, that are used to influence the costs that agents attempt to minimise. For example, capital cost subsidies in power generation influence the levelised cost of generating electricity for a particular technology, which then raises its attractiveness in the discrete choice model that is part of the replicator equation.

Policies in FTT can also be of regulatory form, in which case they restrict what the choice spectrum is for of the investor or consumer. For example, if vehicles of the current petrol engine generation are phased out, they cannot be chosen by agents, and will undergo an exponential decline as a result at a rate that is function of their survival. Vehicles can furthermore be scrapped. New types of vehicles can also be introduced in the market, through a purchase program, either funded or enforced by the public authorities, to kick-start a new technology market (e.g. regulating taxi companies with respect to their vehicle efficiency). Finally, the content of liquid fuels can be changed by regulation through biofuel mandates.

3.8. Coupling of the models to one-another

Coupling between the macroeconomy and technology systems is crucial, and this is done dynamically simply by integrating the E3ME and FTT models into the same computer code. Many feedback mechanisms are allowed. For instance, in power generation, feedbacks include (1) electricity prices/demand, (2) investment, (3) fuel use, (4) government income and expenditure on taxes and subsidies. The models are solved together iteratively. This includes the fossil fuel depletion model and FTT models for power, road transport and household heating. The coupling between the GENIE carbon cycle/climate is soft-linked to E3ME-FTT, in order to lower computational demands, as discussed in the SI.

4. Discussion and policy implications

We apply the model here as an example by exploring the economic impacts of an elaborate bundle of policies aimed at generating a low-carbon transition that achieves the goals set by the Paris Agreement. In the next section, we list the details of the chosen policies, and following that, we explore the technological and economic implications.

4.1. Scenario for >70% chance 2 °C

We provide here an example of a basket of policies that enables, in the E3ME-FTT model, to achieve emissions reductions consistent with greater than 66% probability of not exceeding 2 °C of global warming. We note that bioenergy with carbon capture and storage (BECCS) is not a dominant feature of our scenarios, even if the consequence is higher system cost overall. We stress here that all of these policies are added to the baseline case, and that the sum of their impacts can be greater than the sum of the impacts of policies applied individually. We do not claim, however, that this is the only basket of policies that can achieve the goals of the Paris Agreement. We note that these policies are added to the baseline case, and that policies in the baseline scenario are mostly defined implicitly through the data that was used. This is the case since trajectories of diffusion of innovations, as observed in our historical data, take place partly due to existing policies (e.g. existing transport policies or incentives for households), on which we have no information, and thus are represented implicitly in the model.

Electricity sector (FTT:Power model)

- **Feed-in-Tariffs** - 100% of the difference between the levelised cost for renewables and the spot price, plus a 10—20% additional incentive to promote renewable uptake (wind and solar only).
- **Direct subsidies** — up to 60% of the investment cost. Phased out by 2050
- **Carbon price** in all regions increasing gradually to 500$/tCO2 in 2050 (2008 dollars)
- **Regulations** are used to phase out or cap coal in some regions
- **Kick-start** for bioenergy with Carbon Capture and Storage (USA, China, India).

Road transport sector (FTT:Transport)

- **Standards** — more efficient internal combustion engine technologies are introduced as standard in 2017.
- **Regulations** are used to phase out older less efficient combustion engines.
- **Taxes on registration based on rated emissions**, of 100$/ (gCO2/km) for every gCO2/km more than the lowest emissions category
- **Taxes on fuel**, increasing up to 0.50$/litre of fuel, in 2012 USD
- **Public procurement** — Electric vehicles introduced in the market in 2020 in all consumer categories
- **Biofuel blend mandate** that increases over time, starting at current levels, reaching 97% in 2050.

Household heating

- **Fuel tax** of 50€/tCO2 in 2020, increasing to 200€/tCO2 in 2050
- **Subsidies** of 25% of the capital cost for renewable heating systems
- **Kick-start** for low-carbon technologies with no presence in various regions

Other sectors

- **Regulations** — Coal phased out in China in non-power applications of heavy industry, replaced by electricity.
- **A biofuel blend** is assumed to increase by 10% per year in aviation
- **Regulations** — Household use of fossil fuels for heating regulated to decrease by 3% per year worldwide.

4.2. Technology diffusion for reaching 2 °C

Fig. 5 shows the diffusion of technology as a result of the policies listed above, in terms of capacity, in TW for the power sector and in vehicles for road transport. In the first column, the ‘current policies’ baseline is shown, with a development of the sectors that involves a slow diffusion of low-carbon technologies. In particular in the power sector, the current technology composition is mostly maintained, while for transport, higher efficiency vehicles (hybrids, natural gas) gradually replace lower ones.

---

6 FTT models for industry (iron & steel, other metals, chemicals, etc) and for agriculture/land-use are under active development. FTT:Agriculture will establish the link between the climate and the economy.

7 This will change as we attempt to study problems of deforestation, in which the economy directly influences the climate.
The second column shows the impact, in power generation and transport, of policies given above. A faster diffusion of technologies is observed, including renewables in power generation and electric vehicles in transport. For transport, waves of ever higher efficiency vehicles arise one after the other before electric vehicles begin their mass diffusion. These changes lead to substantial changes in fuel use and emissions, since these sectors account together for over 60% of CO2 emissions. These changes have economic impacts shown below. The third column shows energy service generation in that scenario (in GWh/y and Tpkm/y).

The combination of all sectoral contributions leads to substantial emissions reductions, sufficient to reach a probability greater than 70% of not exceeding 2 °C of global warming. This is shown in the lower row of panels in Fig. 5, which gives global CO2 emissions by fuel user. This emissions trajectory was used with the GENIE model to show the likelihood of meeting the target (see Fig. 4). We consider it consistent with the Paris Agreement.

Panel I of Fig. 5 shows how emissions were linearly extrapolated beyond 2050. This is reasonable because of the combination of negative emissions from BECCS and positive emissions lead to a linear trend. However, we assume that once emissions reach zero, the carbon price should decline substantially, and the business case for operating expensive negative emissions stop soon after 2050. To test the reliability of this extrapolation, we provide other types of extrapolations: exponential decay to zero emissions, and exponential decay to residual emissions of 0.5 GtC, reflecting that some emissions sources could be challenging to remove. This reduces the probability of reaching the 2 °C from 75% (linear) to 70% (exponential) and 68% (0.5 GtC residual), all of which achieve the goal of the Paris Agreement. Thus, we do not expect that any other types of extrapolations lead to missing the target.

4.3. The economics of a 2 °C scenario in a simulation model

Climate policy, leads to drastic changes in the use of fossil fuels. It also demands substantial investment into clean technology, and potentially large flows of money through public authorities to create the appropriate incentives for this investment to take place. This has important impacts to the economy, shown in Fig. 6.

Feedbacks to the economy operate in four ways. First, the costs of the transition are borne by consumers through higher energy service-related prices, and in particular, electricity prices. Higher production costs lead firms to increase their sale prices, which overall results in lower real disposable income for households. In general, this slows down regional economies. Second, investment in low-carbon technology, equipment and infrastructure, originating from increased total leverage (public and private debt) increases employment, thereby increasing household income. Thirdly, government spending typically stimulates regional economies, while carbon taxing or pricing increases regional prices overall. However, income from taxes is typically larger than expenditures in each region and is eventually spent, for example for reducing income taxes, which can increase household income and consumption. Fourthly, declines in fossil fuel use reduces exports and income in fossil fuel-
producing regions, decreasing their income, while phasing out imports of fossil fuels for non-producer regions improves their trade balance, raising their income. The timing of these effects is, however, not simultaneous.

Panel (a) shows changes in investment in comparison to the current policies baseline scenario, in absolute constant Euros (ref year = 2000). Investment is higher in a low-carbon scenario in countries where energy demand is growing, but not necessarily in regions where energy demand is stable (e.g. see data from Ref. [85]). In countries with growing energy demand, public spending is substantial (b), although more than covered by income from carbon taxing and pricing (c). The cost of the transition is partly covered by electricity consumers through higher electricity prices, that make up for higher costs of generation (d), which acts as

Table 1
Policy instruments in E3ME-FTT.

<table>
<thead>
<tr>
<th>Policy type</th>
<th>Economy/sector-wide</th>
<th>Technology/process-specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic incentives</td>
<td>Carbon price, carbon tax, income tax</td>
<td>Technology specific subsidies, taxes, feed-in tariffs</td>
</tr>
<tr>
<td>Standards and</td>
<td>Exogenous phase-out and efficiency assumptions</td>
<td>(power, vehicles, heating)</td>
</tr>
<tr>
<td>regulations</td>
<td>Road vehicles: efficiency standards, phase out, biofuel</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Household heating: efficiency standards, phase out,</td>
<td></td>
</tr>
<tr>
<td></td>
<td>scrapping</td>
<td></td>
</tr>
<tr>
<td>Public procurement</td>
<td>Public procurement for power generators, vehicles,</td>
<td>Public procurement for power generators, vehicles,</td>
</tr>
<tr>
<td>Monetary</td>
<td>heating devices, to kick-start diffusion</td>
<td>heating devices, to kick-start diffusion</td>
</tr>
<tr>
<td>Base interest rates</td>
<td>Lower interest loan programs</td>
<td>Lower interest loan programs</td>
</tr>
</tbody>
</table>

* NOTE: The exogenous/endogenous phase-out terminology refers to whether the technology trajectory is specified or not. In FTT, the user decides on whether to impose a phase-out, and the model determines the trajectory.
a drag to the economy. However, investment and building activity generates employment \( e \), and the value of exports change, due to changes in competitiveness \( f \). As a result, consumption is enhanced \( g \), despite increases in the price index \( h \), and GDP can be overall enhanced, depending on the balance of all factors \( i \).

Meanwhile, in countries where energy demand is stable, changes are comparatively small. This excludes fossil fuel producers (e.g. USA), for which the loss due to declining fossil fuel exports is larger than the income generated by low-carbon investment.

Differences between countries observed in Fig. 6 can be explained as follows. Fast growing economies (e.g. China, India, Africa) receive intensified investment, as a fast growing trajectory of high carbon assets becomes re-directed into fast growing capital-intensive renewables, leading to employment, income and GDP increases. However, they suffer from increased energy prices. Meanwhile, fossil fuel exporters (e.g. USA, OPEC, Russia) suffer substantial stranded fossil fuel assets and declining investment. Fossil fuel importers (e.g. EU, China, India, Japan) benefit moderately from reduced fuel expenditures.

4.4. Comparison to other energy models

The E3ME-FTT-GENIE IAM differs quite significantly from most existing IAMs, for reasons given in this section. For reference to other models, we cite the 27th Energy Modelling Forum (EMF27) [86], the 5th Assessment Report of the IPCC (Working Group III, [19]), and earlier FTT model studies [4,59]. Most differences to other models can ultimately be brought down to the simulation nature of E3ME-FTT, as most other models use system-wide cost/utility-optimisation algorithms (the social planner assumption).

In terms of technology diffusion and composition, in particular for renewables, EMF27 shows large variations across models, which are ascribed to a number of factors [86,87]: technology costs, technology availability, resource potentials, learning and power system integration. Costs and resource potentials are data source-dependent, and thus variations are to be expected. Some models have restrictions on availability of technology (e.g. solar PV on rooftops only) constraining the space of solutions. Only a subset of models include endogenous learning curves. Power system integration constraints are often included as fixed limits on technology shares (e.g. 30% solar and wind), or included as additional integration costs.

Here, as a diffusion model, FTT functions quite differently. The diffusion pace is highly influenced by its own history, and therefore the diffusion process gains substantial momentum as it grows, a model property that we use to project current technological trajectories based on recent diffusion data. This explains the diffusion of hybrid and electric vehicles in the baseline scenario, without changes in policy, absent in other models, which is mostly driven by the fact that diffusion has been taking place in recent history, and the model only projects its continuation, assuming implicitly that current policies are maintained.\(^9\) In addition, FTT features learning curves and fully endogenous power system stability constraints. Power system integration constraints, described elsewhere [59], change according to the system’s composition. This ties, for instance, the diffusion of renewables with that of flexible systems in a sort of mutualism.

FTT results presented here differ from earlier reported results from the same model [4,59]. Several improvements to the model have been made since these were published: higher regional resolution, higher policy resolution and improved cost and natural resources data. In particular, care was taken in recent scenarios to constrain the growth of the use of bioenergy and hydroelectricity to maintain these within more realistic bounds given existing debates [88], using regulatory policy. Furthermore, a much lower reliance on the carbon price is used, in line with existing proposed policy packages (notably in the EU). Data on costs were updated from 2008 to 2014, during which period solar PV and wind have seen spectacular progress and cost reductions, changing model outcomes substantially. We note that our model could not fully foresee this with 2008 data, underlying the inherent challenges of projecting technology markets. Model regional resolution also increased threefold.

4.5. Sources of variations in macroeconomic impacts of climate policies

The differences in economic results from EMF27 and IPCC AR5 are more important than for technology systems, since they are often in contradiction. In general equilibrium models, investment is constrained by the amount of finance available, itself tied to the saving propensity parameters assumed in models, resulting in a fixed share of GDP available for investment. This equilibrium property implies that when higher than baseline investment is required for decarbonisation, the same amount of investment is cancelled elsewhere in the economy (crowding-out), which by construction, always leads to GDP losses [17]. It implies, in some sense, that GDP can only be highest in the high carbon baseline, and economic impacts are thus expressed strictly as ‘mitigation costs’, excluding the possibility of negative costs [19,86]. Meanwhile, in partial equilibrium models, system costs are obtained using the area under marginal abatement cost curves, themselves assuming that mitigation has positive costs. In all models, reported costs are roughly equal to the amount of investment required.

In E3ME-FTT, the baseline scenario is not special in any particular way, except in the sense that no additional policies are implemented, in comparison to today’s world. It is not a scenario with necessarily lower energy system costs or higher GDP, or even lower investment. Economic impacts in E3ME relate mostly to financial and trade effects: changes in energy or other prices, employment, investment and in the trade balance. For instance, finance costs for investment in renewables are passed on to consumers through electricity prices. Investment, however, generates employment. As opposed to general equilibrium models, E3ME does not assume money neutrality, but instead, models money creation by banks. Therefore, investment in one sector does not cancel out investment elsewhere, but instead, leads to higher leverage (total private debt). Higher than baseline investment generally leads to increases in price levels across sectors, in response to requirements to service debts incurred. Higher rates of inflation lead to lower real incomes and spending (depending on wage reactions) which leads to lower GDP but the change does not usually offset the positive effects of the investment stimulus. Including a financial sector to general equilibrium models could provide similar properties (although not all), as has been done with GEM-E3-FTT [17].

The pace of transformation, as opposed to its overall ambition, determines the magnitude of most economic impacts of climate policy in E3ME, in contrast to other models.\(^10\) One of the key

---

9 Note that inertia in FTT is not only related to vintage effects (or turnover), but also, to assuming that technology availability and visibility increases with the state of diffusion.

10 In standard equilibrium models, negative GDP impacts arise proportionally to total cumulated investment in low-carbon technology, while in E3ME-FTT, macroeconomic impacts arise with the pace of technological change, and the rate at which the economy can absorb these changes.
detrimental impacts of climate policy is through stranded fossil fuel assets, in which fossil-related sectors shut down output, and substantial employment is lost. Thus, while importer countries see trade balance benefits, exporters suffer substantial GDP losses when the demand for fossil fuels declines. As finance is not a fixed share of GDP in E3ME, a lack of demand for investment in energy exporters is not compensated by shifts in prices and higher demand elsewhere, so there can be a large fall in overall production levels.

4.6. Deconstructing a basket of policies for 2°C

Since E3ME-FTT features a broad palette of possible policies for reducing emissions (section 4.1), substantial uncertainty can be associated with the particular composition of any policy basket. In order to estimate this uncertainty, it is necessary to run the model under many alternate baskets with small variations. Note that many baskets can reach the same emissions target, and that the full policy space has not yet been fully explored.

Here, we have produced a set of over 50 simulations to do this, shown in the SI. We show how global warming changes (expressed using 75% probability), when removing groups of policies in groups of countries from the 2°C basket. We find that carbon pricing is the most important policy instrument, but that no country pulling out of climate policy on its own can increase warming to more than 2.7°C. This, however, represents only the case for one policy/region, and since the model is non-linear, removing more is not linearly related to this. This is due to the fact that countries and policies interact, as shown in earlier work [4]. Note also that while the carbon tax appears to incentivise most of the decarbonisation, when assessed in terms of peak warming, this is a reflection of the dominance of the power sector for emissions; however, technology compositions in other sectors would not change substantially without other policies.

4.7. Sensitivity analyses: technology uncertainty

E3ME-FTT is a relatively stable model, by which we mean that it is robust against changes of input data. The model does not generate step changes or flips. Instabilities can be the result of faulty regressions, which we identify and remove. Being a path-dependent dynamical model, E3ME-FTT displays strong time autocorrelation, which means that every time step is naturally strongly related to its preceding time step.

The model features intrinsic output uncertainty through uncertainty over its parameter values. Since it is a dynamical model, uncertainty accumulates over simulation time span, which means that long-term outcomes can change substantially for small changes in input parameters (see e.g. Ref. [33]). However, this doesn’t mean that the model is unstable over changes of parameters. In FTT, for large changes in technology uptake rates to take place (uptake is always continuous and changes smoothly), changes in mean perceived costs must substantially exceed the width of its associated distribution (see Fig. 2). If not, changes are imperceptible. In the SI, we provide a sensitivity analysis over eight
parameters of FTT:Power and FTT:Transport, by amounts that roughly correspond to the widths of the cost distributions. These parameters are those, other than policy, that generate the largest changes in emissions.\footnote{Other parameters that could drive uncertainty, in the case of climate policy analysis, are energy price elasticities and technological progress indicators. These do not influence the technology composition, and thus influence emissions less, and are not analysed here.} We find that for cost changes of 20%, technology shares change, by 2050, by at most 20%. We furthermore show the propagation of these variations into E3ME, expressing related changes to GDP and employment. The propagation of errors from E3ME-FTT to GENIE can be estimated as the spread of possible outcomes in E3ME convoluted with the spread of outcomes of GENIE shown in Fig. 4.

4.8. Summary for policy-making

We summarise here what has been learned for better informing policy-making. The model presented here is a descriptive model, as opposed to more common normative ones. Its usefulness lies in the detail of technology diffusion modelling combined with non-equilibrium economic modelling. For policy-making, what is key is the high policy space that this model offers.

We observe, for instance, that in such a model structure, most policies cannot be expressed in terms of a carbon price-equivalent, because policies interact with one another. For example, using a public procurement policy in transport, to kick-start the EV market, enables taxes and subsidies to have a stronger effectiveness. Another example is where regulatory policy on what power generation technologies can be built, changes the effectiveness of the carbon price.

The large policy space of this model, and interactions between policies, imply that identifying optimal strategies is not possible, as too many policy frameworks can lead to the same outcome. For example, one could take a more regulatory approach, or one could take a more market-based approach, and reach similar outcomes for emissions reductions. This is why this model is particularly suitable for impact assessment of detailed policy packages, but less so for agenda setting. We have shown here how a particular policy package in the model can achieve emissions reductions consistent with the Paris Agreement. However, other policy frameworks could also be identified that reach similar outcomes.

5. Conclusion: blueprint for a new role for integrated assessment models post-Paris

Designing a policy strategy to implement the Paris Agreement is a complex process that will involve trial and error. Time, however, is limited, and policy-makers must use all available information to ensure success. The policy cycle requires a detailed assessment of every component of a broader policy strategy in order to gain sufficient public and political support for it to be turned into law.

We presented here an integrated assessment modelling approach which is in many ways a first of a kind. It involves an integrated model simulation of the economy, technology and climate system with the highest available definition of policy instruments. It can be used to analyse in detail the likely impacts of complex baskets of low-carbon policies, and determine their ability to achieve policy objectives such as climate targets.

We stress that while modelling the future features inherent uncertainty, it is nevertheless the only method available to quantitatively inform policy-making. While the meaning of results can only be understood in the context of their respective uncertainty, we believe that the use of simplified models with the aim of generating simpler storylines is insufficient and could be misleading, while instead, the use of complex methods can improve our understanding of reality. Similarly, policy-making cannot be reduced to simple pricing-only strategies. The details of policy instruments matter, and their analysis is context-dependent, a reality that must increasingly be taken into account in models. We argue that this model can be used as a blueprint for the design of better models that could be used to analyse the impacts of low-carbon policies around the world.
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